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Abstract—The diffusion LMS algorithm has been extensively studied in recent years. This efficient strategy allows to address distributed optimization problems over networks in the case where nodes have to collaboratively estimate a single parameter vector. Nevertheless, there are several problems in practice that are multitask-oriented in the sense that the optimum parameter vector may not be the same for every node. This brings up the issue of studying the performance of the diffusion LMS algorithm when it is run, either intentionally or unintentionally, in a multitask environment. In this paper, we conduct a theoretical analysis on the stochastic behavior of diffusion LMS in the case where the single-task hypothesis is violated. We analyze the competing factors that influence the performance of diffusion LMS in the multitask environment, and which allow the algorithm to continue to deliver performance superior to non-cooperative strategies in some useful circumstances. We also propose an unsupervised clustering strategy that allows each node to select, via adaptive adjustments of combination weights, the neighboring nodes with which it can collaborate to estimate a common parameter vector. Simulations are presented to illustrate the theoretical results, and to demonstrate the efficiency of the proposed clustering strategy.
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I. INTRODUCTION

DISTRIBUTED adaptive estimation is an attractive and challenging problem that allows a collection of interconnected nodes to perform preassigned tasks from streaming measurements, such as parameter estimation. Although centralized strategies may benefit from information collected throughout a network, in most cases, distributed strategies are more robust to solve inference problems in a collaborative and autonomous manner [2].

Most recent efforts in the study of distributed estimation problems have focused on scenarios where the network is employed to collectively estimate a single parameter vector.

Several strategies have been proposed for this purpose for sequential data processing over networks, including consensus strategies [3]–[10], incremental strategies [11]–[15], and diffusion strategies [16], [17]. Diffusion strategies are particularly attractive due to their enhanced adaptation performance and wider stability ranges when constant step-sizes are used to enable continuous learning [18]. For this reason, we focus on this class of strategies in the remainder of the article. These strategies estimate a common parameter vector by minimizing, in a distributed manner, a global criterion that aggregates neighborhood cost functions. Nodes exchange information locally and cooperate only with their neighbors, without the need for sharing and requiring any global information. The resulting networks benefit from the temporal and spatial diversity of the data and end up being endowed with powerful learning and tracking abilities [18], [19]. The performance of the corresponding adaptive networks have been extensively studied in the literature, under favorable and unfavorable conditions such as model non-stationarities and imperfect communication [20], [21]. This framework has also been extended by considering more general cost functions and data models [19], [22]–[24], by incorporating additional regularizers [25]–[27], or by expanding its use to other scenarios [28]–[31].

The working hypothesis for these earlier studies on diffusion LMS strategies is that the nodes cooperate with each other to estimate a single parameter vector. We shall refer to problems of this type as single-task problems. However, many problems of interest happen to be multitask-oriented in the sense that there are multiple optimum parameter vectors to be inferred simultaneously and in a collaborative manner. The multitask learning problem is relevant in several machine learning formulations [32]–[34]. In the distributed estimation context, which is the focus of this work, there exist many applications where either agents are subject to data measurements arising from different models, or they are sensing data that varies over the spatial domain. Only a handful of works have considered problem formulations that deal multithread scenarios. A brief summary follows.

For instance, if different groups of agents within a network happen to be tracking different moving targets, then all agents within the same cluster would be interested in estimating the same parameter vector (say, the vector that describes the location of their target). If the targets are moving in formation, then their location vectors would be related to each other and, therefore, cooperation among clusters would be beneficial. In a second example [35], we consider agents engaged in cooperative spectrum sensing over cognitive radio networks. These networks involve two types of users: primary users and secondary users. Secondary users are allowed to detect and occupy temporarily unused spectral bands provided that they do not cause interference to primary users. Therefore, secondary users need to estimate the aggregated spectrum transmitted by all primary
users, as well as local interference profiles. This multitask estimation problem requires cooperation between nodes because noncooperative strategies would lead to local spectral profiles that are subject to hidden node effects [35]. In another example, a network may be deployed to estimate the spatially-varying temperature profile over a certain region, where the parameters that determine how the temperature varies across the agents may be space-dependent [36]. In another example, the works [37], [38] describe a multitask estimation algorithm over a fully connected broadcasting network. These works assume that the node-specific parameter vectors to estimate lie in a common latent signal subspace and exploit this property to compress information and reduce communication costs. Another scenario is described in [39], [40], where incremental and diffusion strategies are used to solve a distributed estimation problem with nodes that simultaneously estimate local and global parameters. In [41], the parameter space is decomposed into two orthogonal subspaces with one of them being common to all nodes.

In all these previous examples, it is assumed beforehand that the nodes have some prior knowledge about clustering or about the parameter space, such as which agents belong to a particular cluster or how the parameter space is subdivided. The aim of the current work is different and does not assume prior information about the tasks or clusters. It then becomes critical to assess the performance limits of diffusion strategies when used, knowingly or unknowingly, in a multitask environment. Due to inaccurate modeling, or minor differences between tasks neglected intentionally, there may be situations in which the diffusion LMS algorithm is applied to multitask scenarios. When these situations occur, the distributed implementation will lead to biased results that may be acceptable depending on the application at hand. This biased solution may still be beneficial compared to purely non-cooperative strategies provided that the local optimums are sufficiently close to each other.

These observations motivate us to examine the performance of the diffusion LMS strategy when it is run, either intentionally or unintentionally, in a multitask environment. In this respect, we shall analyze the performance of the diffusion LMS in terms of its mean weight deviation and mean-square error in the case when the single-task hypothesis is violated. We shall also identify and analyze the competing factors that influence the performance of diffusion LMS in the multitask environment, and which allow this algorithm to continue to deliver performance superior to non-cooperative strategies in some useful circumstances. We shall also propose an unsupervised clustering strategy that allows each node to select, via adaptive adjustments of combination weights, the neighboring nodes with which it should collaborate to improve its estimation accuracy. In the related work [35], we formulated the multitask problem directly over networks with connected clusters of nodes. In that work, the clusters are assumed to be known beforehand and no clustering is proposed. We then derived extended diffusion strategies that enable adaptation and learning under these conditions. In the current work, on the other hand, the clusters are not assumed to be known. It then becomes necessary to examine how this lack of information influences performance. It also becomes necessary to endow the nodes with the ability to identify and form appropriate clusters to enhance performance. One clustering strategy was proposed in the earlier work [42]; its performance is dependent on the initial conditions used by the nodes to launch their adaptation rules. In this work, we propose a more robust clustering strategy.

Notation: Boldface small letters $\mathbf{x}$ denote vectors. All vectors are column vectors. Boldface capital letters $\mathbf{X}$ denote matrices. The superscript $(\cdot)^\top$ represents the transpose of a matrix or a vector. Matrix trace is denoted by trace $\{\cdot\}$, Kronecker product is denoted by $\otimes$, and expectation is denoted by $\mathbb{E}\{\cdot\}$. Identity matrix of size $N \times N$ is denoted by $\mathbf{I}_N$, and the all-one vector of length $N$ is denoted by $\mathbf{1}_N$. We denote by $\mathcal{N}_k$ the set of node indices in the neighborhood of node $k$, including $k$ itself, and $|\mathcal{N}_k|$ its cardinality. The operator $\text{col}\{\cdot\}$ stacks its vector arguments on the top of each other to generate a connected vector. The other symbols will be defined in the context where they are used.

II. MULTITASK PROBLEMS AND DIFFUSION LMS

A. Modeling Assumptions and Pareto Solution

We consider a connected network composed of $N$ nodes. The problem is to estimate $L \times 1$ unknown vectors $\mathbf{w}_k^*$ at each node $k$ from collected measurements. Node $k$ has access to temporal wide-sense stationary measurement sequences $\{d_k(n), \mathbf{x}_k(n)\}$, with $d_k(n)$ denoting a scalar zero-mean reference signal, and $\mathbf{x}_k(n)$ an $L \times 1$ regression vector with a positive definite covariance matrix $\mathbf{R}_{k,k} = \mathbb{E}\{\mathbf{x}_k(n)\mathbf{x}_k(n)^\top\} > 0$. The data at node $k$ are assumed to be related via the linear regression model:

$$d_k(n) = \mathbf{x}_k(n)^\top \mathbf{w}_k^* + z_k(n)$$

where $z_k(n)$ is a zero-mean i.i.d. additive noise at node $k$ and time $n$. Noise $z_k(n)$ is assumed to be independent of any other signals and has variance $\sigma^2_{z,k}$. Let $J_k(\mathbf{w})$ denote the mean-square-error cost at node $k$, namely,

$$J_k(\mathbf{w}) = \mathbb{E}\{d_k(n) - \mathbf{x}_k(n)^\top \mathbf{w}_k\}^2$$

It is clear from (1) that each $J_k(\mathbf{w})$ is minimized at $\mathbf{w}_k^*$. Depending on whether the minima of all the $J_k(\mathbf{w})$ are achieved at the same location or not, referred to as tasks, the distributed learning problem can be single-task or multitask oriented [35].

In a single-task network, all nodes have to estimate the same parameter vector $\mathbf{w}^*$. That is, in this case we have that

$$\mathbf{w}_k^* - \mathbf{w}^*, \forall k \in \{1, \ldots, N\}.$$ (3)

Diffusion LMS strategies for the distributed estimation of $\mathbf{w}^*$ under this scenario were derived in [2], [16], [17], [43] by seeking the minimizer of the following aggregate cost function:

$$J^{ab}(\mathbf{w}) = \sum_{k=1}^{N} J_k(\mathbf{w})$$

in a cooperative manner in order to improve estimation accuracy. In a multitask network, on the other hand, each node needs to determine its own parameter vector $\mathbf{w}_k^*$. In [35], we assume that the parameter vectors at two connected nodes $k$ and $\ell$ may satisfy certain similarity properties, such as being close to each other in some Euclidean norm sense. Nodes can also be interested in simultaneously estimating some parameters of local interest as well as parameters of global interest [40], [41]. Cooperation between these nodes can therefore be beneficial to
infer \( \mathbf{w}_k^* \) and \( \mathbf{w}_f^* \). A possible way to exploit and model relationships among tasks is to formulate optimization problems with appropriate co-regularizers [35]. An alternative is to build on the principle that the node hypothesis spaces partially overlap [40], [41]. These formulations, however, require some prior knowledge about how tasks are related to each other. In this work, we do not assume the availability of any prior information; in particular, nodes do not know which other nodes share similar objectives. Now since each cost function \( J_k(\mathbf{w}) \) may not be minimized at the same location, the minimizer of the aggregate cost (4) can be shown to correspond to a Pareto optimum solution for the multi-objective optimization problem [22], [44], [47]. Diffusion LMS thus leads to a compromise for the entire network, and we would like to examine how its performance is affected when used in a multitask scenario.

### B. Diffusion LMS

The diffusion LMS algorithm was originally designed for minimizing the cost function (4) in an adaptive and distributed manner [16], [17], [43], [45]. Let \( w_k(n) \) denote the estimate of the minimizer of (4) at node \( k \) and time instant \( n \). The general structure of the algorithm consists of the following steps:

\[
\phi_k(n) = \sum_{\ell \in N_k} a_{1,\ell} w_{\ell}(n) \tag{5}
\]

\[
\psi_k(n+1) = \phi_k(n) + \mu_k \sum_{\ell \in N_k} c_{\ell,k} z_{\ell}(n)[d_{\ell}(n) - \mathbf{x}_{\ell}(n)'] \phi_k(n) \tag{6}
\]

\[
w_k(n+1) = \sum_{\ell \in N_k} a_{2,\ell} \psi_k(n+1). \tag{7}
\]

The non-negative coefficients \( a_{1,\ell}, a_{2,\ell} \) and \( c_{\ell,k} \) are the \( (\ell, k) \)-th entries of two left-stochastic matrices, \( \mathbf{A}_1 \) and \( \mathbf{A}_2 \), and a right-stochastic matrix \( \mathbf{C} \), that is,

\[
\mathbf{A}_1 \mathbf{1}_N = \mathbf{1}_N, \mathbf{A}_2 \mathbf{1}_N = \mathbf{1}_N, \mathbf{C} \mathbf{1}_N = \mathbf{1}_N \tag{8}
\]

and satisfy

\[
a_{1,\ell} = 0, a_{2,\ell} = 0, c_{\ell,k} = 0 \quad \text{if} \quad \ell \notin N_k. \tag{9}
\]

Several adaptive strategies can be obtained as special cases of (5)–(7) through appropriate selections of \( \mathbf{A}_1, \mathbf{A}_2 \) and \( \mathbf{C} \). For instance, setting \( \mathbf{A}_1 = \mathbf{I}_N \) yields the so-called adapt-then-combine (ATC) diffusion LMS. Setting \( \mathbf{A}_2 = \mathbf{I}_N \) leads to the combine-then-adapt (CTA) diffusion LMS. By setting \( \mathbf{A}_1 = \mathbf{A}_2 = \mathbf{C} = \mathbf{I}_N \), the algorithm degenerates to non-cooperative LMS that will be considered in the sequel for comparison purposes.

When applying ATC diffusion LMS without gradient information exchange, that is, with \( \mathbf{C} = \mathbf{I}_N \), the agents converge toward the Pareto optimum with a bias of the order \( O(\mu_{\text{max}}) \), where \( \mu_{\text{max}} \) denotes the largest step-size parameter across all nodes [22]. In this paper, rather than focusing on this convergence point that can be perceived as a compromise, we shall study analytically how diffusion LMS (5)–(7) behaves in a multitask environment in relation to the optimum vectors \( \mathbf{w}_k^* \). Moreover, in order to generalize the analysis, we shall consider drifting optima around a fixed value \( \mathbf{w}_k^* \), namely,

\[
\mathbf{w}_k(n) = \mathbf{w}_k^* + \mathbf{e}_k(n) \tag{10}
\]

where \( \mathbf{e}_k(n) \) is a zero-mean random perturbation independent of any other signal, with zero-mean and covariance matrix \( \sigma_{\mathbf{e}_k}^2 \mathbf{I}_k \).

### III. Performance Analysis of Diffusion LMS for Multitask Networks

We collect the information from across the network into block vectors and matrices. In particular, we denote by \( \mathbf{w}(n), \mathbf{w}^* \) and \( \mathbf{w}^*(n) \) the block weight estimate vector (12), the block optimum mean weight vector (13), and the instantaneous block optimum weight vector (14), all of size \( LN \times 1 \), that is,

\[
\mathbf{w}(n) = \{ \mathbf{w}_1(n), \ldots, \mathbf{w}_N(n) \} \tag{12}
\]

\[
\mathbf{w}^* = \{ \mathbf{w}_1^*, \ldots, \mathbf{w}_N^* \} \tag{13}
\]

\[
\mathbf{w}^*(n) = \{ \mathbf{w}_1^*(n), \ldots, \mathbf{w}_N^*(n) \}. \tag{14}
\]

The weight error vector \( \mathbf{v}_k(n) \) for each node \( k \) at iteration \( n \) is defined by

\[
\mathbf{v}_k(n) = \mathbf{w}_k(n) - \mathbf{w}_k^*(n). \tag{15}
\]

Let

\[
\mathbf{v}_k(n) = \mathbf{w}_k(n) - \mathbf{w}_k^*. \tag{16}
\]

be the weight error vector between \( \mathbf{w}_k(n) \) and the fixed weight vector \( \mathbf{w}_k^* \). The following relation holds

\[
\mathbf{v}_k(n) = \mathbf{v}_k(n) - \mathbf{e}_k(n). \tag{17}
\]

This relation allows us to derive recursions with respect to \( \mathbf{v}_k(n) \), and then get back to \( \mathbf{v}_k(n) \). The weight error vectors \( \mathbf{v}_k(n) \) and \( \mathbf{v}_k^*(n) \) are also stacked on top of each other to get the block weight error vectors:

\[
\mathbf{v}(n) = \{ \mathbf{v}_1(n), \ldots, \mathbf{v}_N(n) \} \tag{18}
\]

\[
\mathbf{v}^*(n) = \{ \mathbf{v}_1^*(n), \ldots, \mathbf{v}_N^*(n) \}. \tag{19}
\]

To perform the theoretical analysis, we introduce the following independence assumption.

**Assumption 1 (Independent Regressors):** The regression vectors \( \mathbf{x}_k(n) \) arise from a zero-mean random process that is temporally (over \( n \)) stationary, white, and independent over space (over \( k \)) with \( \mathbf{R}_{x,k} = \mathbf{E}[\mathbf{x}_k(n)\mathbf{x}_k^*(n)] \geq 0 \).

A direct consequence is that \( \mathbf{x}_k(n) \) is independent of \( \mathbf{v}_k(n) \) for all \( \ell \) and \( m < n \). Although not true in general, this assumption is commonly used for analyzing adaptive constructions because it allows to simplify the derivation without constraining the conclusions. There are several results in the adaptation literature that show that performance results that are obtained under the above independence assumptions match well the actual performance of the algorithms when the step-sizes are sufficiently small. (see, e.g., [46, App. 24.A] and [47, Chs. 10–11] and the many references therein).

#### A. Mean Weight Behavior Analysis

Subtracting optimum vectors \( \mathbf{w}_k^* \) from both sides of the first step of diffusion LMS, namely (5), gives

\[
\phi_k(n) - \mathbf{w}_k^* = \sum_{\ell \in N_k} a_{1,\ell} \mathbf{x}_{\ell}(n) - \mathbf{w}_k^*. \tag{20}
\]
Defining $\mathbf{A}_1 = \mathbf{A}_1 \otimes \mathbf{I}_L$ and using $\mathbf{w}_k^* = \mathbf{w}_k(n) - \mathbf{v}_k^*(n)$, expression (20) can be expressed in block-based form:

$$\phi(n) - \mathbf{w}^* - \mathbf{A}_1^T \mathbf{v}^*(n) + (\mathbf{A}_1^T \mathbf{I}_{NL}) \mathbf{w}^*.$$  

(21)

Note that the term $(\mathbf{A}_1^T - \mathbf{I}_{NL}) \mathbf{w}^*$, which does not appear for single-task networks, is inherited from the multitask context. The estimation error in the second step (6) of diffusion LMS can be rewritten as

$$d_k(n) - z_k(n) \phi_k(n)$$
$$- z_k(n) - x_k^T(n) (\phi_k(n) - \mathbf{w}_k^*) + x_k^T(n) \mathbf{e}_k(n).$$  

(22)

For single-task networks, $(\phi_k(n) - \mathbf{w}_k^*)$ in the above expression reduces to $(\phi_k(n) - \mathbf{w}_k^*)$ for all $k, \ell$. In the multitask context, we can establish the following relationship:

$$\phi_k(n) - \mathbf{w}_k^* = (\phi_k(n) - \mathbf{w}_k^*) + (\mathbf{w}_k^* - \mathbf{w}_k^*)$$
$$= (\phi_k(n) - \mathbf{w}_k^*) + \mathbf{u}_k^T \mathbf{e}_k(n).$$  

(23)

where $\mathbf{u}_k^*$ is the difference between the fixed weight vectors $\mathbf{w}_k^*$ and $\mathbf{w}_k^*$. Incorporating this expression into (22) yields:

$$d_k(n) - z_k(n) \phi_k(n)$$
$$- z_k(n) - x_k^T(n) (\phi_k(n) - \mathbf{w}_k^*) - x_k^T(n) \mathbf{u}_k^T \mathbf{e}_k(n).$$  

(24)

Subtracting $\mathbf{w}_k^*$ from both sides of (6) and using the above relation, we have

$$\psi_k(n) - \mathbf{w}_k^*$$
$$= (\phi_k(n) - \mathbf{w}_k^*) - \mu_k \sum_{\ell \in \mathbb{N}_k} c_{k,\ell} x_k(n) x_\ell^T(n) \phi_k(n) - \mathbf{w}_k^*$$
$$+ \mu_k \sum_{\ell \in \mathbb{N}_k} c_{k,\ell} x_k(n) z_\ell(n) - \mu_k \sum_{\ell \in \mathbb{N}_k} c_{k,\ell} x_k(n) x_\ell^T(n) \mathbf{w}_k^*$$
$$+ \mu_k \sum_{\ell \in \mathbb{N}_k} c_{k,\ell} x_k(n) x_\ell^T(n) \mathbf{e}_k(n).$$  

(25)

Let us introduce the following $N \times N$ block diagonal matrices with blocks of size $L \times L$:

$$\mathbf{U} = \text{diag}\{\mu_1 \mathbf{I}_L, \ldots, \mu_N \mathbf{I}_L\}$$  

(26)

$$\mathbf{H}(n) = \text{diag}\{\sum_{\ell \in \mathbb{N}_k} c_{k,\ell} x_k(n) x_\ell^T(n)\}^{\mathbb{N}_k}_{k=1},$$  

(27)

and the following vectors of length $NL$:

$$\mathbf{h}_n(n) = \text{col}\{\sum_{\ell \in \mathbb{N}_k} c_{k,\ell} x_k(n) x_\ell^T(n) \mathbf{w}_k^*\}^{\mathbb{N}_k}_{k=1}$$  

(28)

$$\mathbf{h}_n(n) = \text{col}\{\sum_{\ell \in \mathbb{N}_k} c_{k,\ell} x_k(n) z_\ell(n)\}^{\mathbb{N}_k}_{k=1}$$  

(29)

$$\mathbf{p}_{xz}(n) = \text{col}\{\sum_{\ell \in \mathbb{N}_k} c_{k,\ell} x_k(n) z_\ell(n)\}^{\mathbb{N}_k}_{k=1}.$$  

(30)

Using the above notation and (21) and (25), the block weight error vector $\mathbf{w}(n + 1)$ and $\mathbf{w}^*$ can be expressed as

$$\mathbf{w}(n + 1) = \mathbf{A}_2 \mathbf{w}^* -$$
$$(\mathbf{I}_{NL} - \mathbf{U} \mathbf{H}(n))(\mathbf{A}_1^T \mathbf{w}^*(n) + (\mathbf{A}_1^T - \mathbf{I}_{NL}) \mathbf{w}^*) +$$
$$\mathbf{U} \mathbf{p}_{xz}(n) - \mathbf{U} [\mathbf{h}_n(n) - \mathbf{h}_n(n)].$$  

(31)

Let $\mathbf{A}_2 = \mathbf{A}_2 \otimes \mathbf{I}_L$. The combination step (7) of diffusion LMS leads to

$$\mathbf{w}(n + 1) = \mathbf{A}_2 \mathbf{w}^*.$$  

(32)

Subtracting $\mathbf{w}^*$ from both sides of (32), we get

$$\mathbf{w}^*(n + 1) = \mathbf{A}_2 \mathbf{w}^* -$$
$$\mathbf{A}_2^T (\mathbf{I}_{NL} - \mathbf{U} \mathbf{H}(n))(\mathbf{A}_1^T \mathbf{w}^*(n) + (\mathbf{A}_1^T - \mathbf{I}_{NL}) \mathbf{w}^*) +$$
$$\mathbf{A}_2^T \mathbf{U} \mathbf{p}_{xz}(n) - \mathbf{A}_2^T \mathbf{U} [\mathbf{h}_n(n) - \mathbf{h}_n(n)].$$  

(33)

Again, note that the term $(\mathbf{A}_2^T - \mathbf{I}_{NL}) \mathbf{w}^*$ does not appear for single-task networks and is inherited from the multitask context. Combining (31) and (33), we obtain the update relation for $\mathbf{v}^*(n)$ in a single expression as follows:

$$\mathbf{v}^*(n + 1) =$$
$$\mathbf{A}_2^T (\mathbf{I}_{NL} - \mathbf{U} \mathbf{H}(n))(\mathbf{A}_1^T \mathbf{w}^*(n) + (\mathbf{A}_1^T - \mathbf{I}_{NL}) \mathbf{w}^*) +$$
$$\mathbf{A}_2^T \mathbf{U} \mathbf{p}_{xz}(n) - \mathbf{A}_2^T \mathbf{U} [\mathbf{h}_n(n) - \mathbf{h}_n(n)].$$  

(34)

In order to make the presentation clearer, we use the following notation for terms in expression (34):

$$\mathbf{B}(n) = \mathbf{A}_2^T (\mathbf{I}_{NL} - \mathbf{U} \mathbf{H}(n))(\mathbf{A}_1^T \mathbf{w}^*(n) + (\mathbf{A}_1^T - \mathbf{I}_{NL}) \mathbf{w}^*)$$
$$\mathbf{g}(n) = \mathbf{A}_2^T \mathbf{U} \mathbf{p}_{xz}(n)$$
$$\mathbf{r}(n) = \mathbf{A}_2^T \mathbf{U} [\mathbf{h}_n(n) - \mathbf{h}_n(n)]$$
$$\mathbf{r}(n) = \mathbf{A}_2^T (\mathbf{I}_{NL} - \mathbf{U} \mathbf{H}(n))(\mathbf{A}_1^T - \mathbf{I}_{NL}) \mathbf{w}^*.$$  

(35)

(36)

(37)

Then, recursion (34) can be rewritten as

$$\mathbf{v}^*(n + 1) = \mathbf{B}(n) \mathbf{v}^*(n) + \mathbf{g}(n) - \mathbf{r}(n).$$  

(38)

The non-zero driving term $\mathbf{r}(n)$, arising from the multitask scenario and the random perturbations $\mathbf{e}_k(n)$, introduces a further level of complexity in the algorithm analysis, especially in the mean-square error behavior one. This analysis reduces to the traditional analysis of diffusion LMS by setting $\mathbf{r}(n) = 0$. Let $\mathbf{H}$ be the expected value of $\mathbf{H}(n)$ given by

$$\mathbf{H} = \text{diag}\{\mathbf{R}_1, \ldots, \mathbf{R}_N\}$$  

(39)

in terms of the neighborhood covariance matrices:

$$\mathbf{R}_k = \sum_{\ell \in \mathbb{N}_k} c_{k,\ell} \mathbf{R}_{x,\ell} \mathbf{I}_L.$$  

(40)

Let $\mathbf{h}_n$ be the expected value $\mathbf{E}\{\mathbf{h}_n(n)\}$, that is,

$$\mathbf{h}_n = \text{col}\{\sum_{\ell \in \mathbb{N}_k} c_{k,\ell} \mathbf{R}_{x,\ell} \mathbf{u}_k^\ell, \ldots, \sum_{\ell \in \mathbb{N}_k} c_{k,\ell} \mathbf{R}_{x,\ell} \mathbf{u}_{NL}\}.$$  

(41)
The independence assumption (Assumption 1), and the statistical properties of noise $z_k(n)$ and perturbations $e_k(n)$, lead us to the following expected values for $B(n), g(n)$ and $r(n)$:

$$B = \mathbf{A}_2^T(I_{NL} - UH)\mathbf{A}_1^T$$

(42)

$$g = 0$$

(43)

$$r = \mathbf{A}_2^T U_h$$

(44)

where $r_u, r_c$ and $r_w$ denote the expected values of $r_u(n), r_c(n)$ and $r_w(n)$, respectively. Note that the expected value $r$ is expressed as $r = r_u - r_w$ because $r_c = 0$. Taking the expectation of both sides of (34), and observing that $B(n)$ and $v^*(n)$ are independent under Assumption 1, we get

$$E\{v^*(n+1)\} = BE\{v^*(n)\} - r_u + r_w.$$  

(45)

Moreover, (17) tells us that

$$E\{v(n+1)\} = E\{v^*(n+1)\}.$$  

(46)

**Theorem 1 (Stability in the Mean):** Assume data model (1) and Assumption 1 hold. Then, for any initial condition, the diffusion LMS strategy (5)–(7) applied to multitask networks asymptotically converges in the mean if the step-sizes are chosen to satisfy

$$0 < \mu_k < \frac{2}{\lambda_{\text{max}}\{R_k\}^T}, \quad k = 1, \ldots, N$$  

(47)

where $\lambda_{\text{max}}\{\cdot\}$ denotes the maximum eigenvalue of its matrix argument. In that case, it follows from (45) that the asymptotic mean bias is given by

$$E\{v(\infty)\} = (I_{NL} - B)^{-1}(r_u + r_w).$$  

(48)

**Proof:** Since the last two terms on the RHS of (45) are constant, the convergence of this recursion requires that the matrix $B$ be stable. As shown in [43], because $\mathbf{A}_1$ and $\mathbf{A}_2$ are left-stochastic, the spectral norm of $\mathbf{A}_2^T(I_{NL} - UH)\mathbf{A}_1^T$ is upper bounded by the spectral norm of $I_{NL} - UH$. The former is thus stable if the latter is stable. This yields condition (47) considering that $B$ is a block diagonal matrix of the form (39).

Inspecting expression (48), we observe that the bias of diffusion LMS originates from the multiple local optima $w_k^*(n)$ and information exchange among neighbors. This means that, even though the algorithm converges toward the Pareto optimum over multitask networks [22], the bias (48) can be large if the distance between the $w_k^*(n)$ is large, and if nodes cooperate to estimate them.

**B. Mean-Square Error Behavior Analysis**

By Assumption 1, (38), and definition (36) of $g(n)$ where $z_k(n)$ is a zero-mean noise independent of any other signal, the mean-square of the weight error vector $v^*(n+1)$ weighted by any positive semi-definite matrix $\Sigma$ satisfies the following relation:

$$E\{|v^*(n+1)|^2\} = E\{|v^*(n)|^2\} + \text{trace}\{\Sigma E\{g(n)g^T(n)\}\} + E\{|r(n)|^2\} - 2E\{r^T(n)\Sigma B(n)v^*(n)\}.$$  

(49)

with $|x|^2_{\Sigma} = x^T\Sigma x$, and $\Sigma' = E\{B^T(n)\Sigma B(n)\}$. The freedom in selecting $\Sigma$ will allow us to derive several performance metrics. Let

$$G = E\{g(n)g^T(n)\} - \mathbf{A}_2^T U \mathbf{C}^T \text{diag}\{\sigma_1^2, R_{2,1}, \ldots, \sigma^2_{N, N} R_{2,N}\} \mathbf{U} \mathbf{A}_2$$  

(50)

where $\mathbf{C} = \mathbf{C} \otimes \mathbf{I}_L$. For the sake of clarity, let us introduce

$$f(r(n), \Sigma, v^*(n)) = |r(n)|^2_{\Sigma} - 2r^T(n)\Sigma B(n)v^*(n).$$  

(51)

Relation (49) can then be written as

$$E\{|v^*(n+1)|^2\} = E\{|v^*(n)|^2\} + \text{trace}\{\Sigma\{G + E\{f(r(n), \Sigma, v^*(n))\}\}\}.$$  

(52)

Let $\text{vec}\{\cdot\}$ denote the operator that stacks the columns of a matrix on top of each other. Vectorizing both matrices $\Sigma$ and $\Sigma'$ by $\sigma = \text{vec}\{\Sigma\}$ and $\sigma' = \text{vec}\{\Sigma'\}$, it can be checked that

$$\sigma' = \mathbf{K} \sigma$$  

(53)

where $\mathbf{K}$ is the $(NL)^2 \times (NL)^2$ matrix given by

$$\mathbf{K} = E\{B^T(n) \otimes B^T(n)\}.$$  

(54)

We can rewrite $\mathbf{K}$ as $B^T \otimes B^T + \mathcal{O}(\mu_{\text{max}}^2)$, with an error term that depends on the square of the (maximum) step-size entry (see [43, Section 6.5] and [47, Ch. 10]). It is sufficient for the exposition in this work to focus on the case of sufficiently small step-sizes where terms involving higher powers of the step-sizes can be ignored. Therefore, we continue our discussion by letting

$$\mathbf{K} = B^T \otimes B^T.$$  

(55)

Let us now examine the term $E\{f(r(n), \Sigma, v^*(n))\}$. Consider first the weighted norm $E\{|r(n)|^2_{\Sigma}\}$:

$$E\{|r(n)|^2_{\Sigma}\} = E\{|r_u(n)\Sigma r_u(n)\} + E\{|r_c(n)\Sigma r_c(n)\} + E\{|r_w(n)\Sigma r_w(n)\}$$  

(56)

We note that the stochastic components in $r_u(n), r_c(n)$ and $r_w(n)$ depend on the square of the step-sizes. We can write

$$E\{|r(n)|^2_{\Sigma}\} = |r|^2_{\Sigma} + \mathcal{O}(\mu_{\text{max}}^2).$$  

(57)

Likewise, we can write

$$E\{r^T(n)\Sigma B(n)v^*(n)\} = r^T\Sigma B E\{v^*(n)\} + \mathcal{O}(\mu_{\text{max}}^2).$$  

(58)

By ignoring the higher-order terms for small step-sizes, we can continue the presentation by considering:

$$E\{f(r(n), \Sigma, v^*(n))\} = f(r, \Sigma, E\{v^*(n)\}).$$  

(59)
In this way, relation (52) can be approximated as follows:

$$
E\{\|\mathbf{v}^*(n+1)\|_2^2\} = E\{|\mathbf{v}^*(n)\|_K^2\sigma + \text{vec}(\mathbf{G}^\top)\mathbf{T} \sigma
+ f(r, \mathbf{K}, E\{\mathbf{v}^*(n)\})\} \tag{60}
$$

where we are using the notation $|\cdot|_2$ and $\|\cdot\|_2$ interchangeably to refer to the same square weighted norm using $\Sigma$ or its vector representation.

**Theorem 2 (Mean-Square Stability):** Assume model (1) and Assumption 1 hold. Assume that the step-sizes $\mu_k$ are sufficiently small such that condition (47) is satisfied and approximations (55) and (59) are justified by ignoring higher-order powers of $\mu_k$. Then, the diffusion LMS strategy (5)–(7) applied over multitask networks is mean-square stable if the matrix $\mathbf{K}$ is stable. Under approximation (55), the stability of $\mathbf{K}$ is guaranteed for sufficiently small step-sizes that also satisfy (47).

**Proof:** Iterating (60) starting from $n = 0$, we find that

$$
E\{\|\mathbf{v}^*(n+1)\|_2^2\} - E\{|\mathbf{v}^*(0)\|_K^2\sigma + \text{vec}(\mathbf{G}^\top)\mathbf{T} \sigma + \sum_{i=0}^{n} f(r, \mathbf{K}, \mathbf{v}^*(n-i))\} = \sum_{i=0}^{n-1} (BE\{\mathbf{v}^*(n-i)\} \otimes r)^\top \mathbf{K}^i + \sum_{i=0}^{n-1} (BE\{\mathbf{v}^*(n-i-1)\} \otimes r)^\top \mathbf{K}^i. \tag{61}
$$

with the initial condition $\mathbf{v}^*(0) = \mathbf{w}(0) - \mathbf{w}^*$. Provided that matrix $\mathbf{K}$ is stable, the terms on the RHS of (61) converge either to zero, or to bounded values. The algorithm is then mean-square stable for sufficiently small step-sizes.

**Corollary 1 (Transient MSD):** Consider sufficiently small step-sizes $\mu_k$ that ensure mean and mean-square stability, and let $\Sigma = \frac{1}{N} \mathbf{I}_{NL}$. Then, the mean-square deviation (MSD) learning curve of the diffusion LMS algorithm in a multitask environment, defined by $\zeta(n) = E\{\|\mathbf{v}(n)\|_2^2\}/N$, evolves according to the following recursion for $n \geq 0$

$$
\zeta(n) = \zeta^*(n) + \frac{L}{N} \sum_{k=1}^{N} \sigma_{e,k}^2 \tag{62}
$$

where $\zeta^*(n)$ is evaluated as follows

$$
\zeta^*(n+1) = \zeta^*(n) + \left(\text{vec}(\mathbf{G}^\top)\mathbf{T} \sigma + \|\mathbf{v}^*(0)\|_K^2\sigma_i + 2 \left(\mathbf{I}_{NL} + (BE\{\mathbf{v}^*(n)\}) \otimes r \right) \mathbf{K} \right) \sigma_i - 2 \mathbf{K} \sigma_i \mathbf{I}_{NL} - \mathbf{K} \mathbf{I}_{NL} \right) \sigma_i \tag{63}
$$

$$
\mathbf{I}(n+1) = \mathbf{I}(n) - \mathbf{I}(n) \mathbf{K} \mathbf{I}(n) + (BE\{\mathbf{v}^*(n)\}) \otimes r \mathbf{K} - \mathbf{I}(n) \mathbf{K}. \tag{64}
$$

with

$$
\mathbf{I} = \text{vec}(\frac{1}{N} \mathbf{I}_{NL}), \quad \zeta^*(0) = \frac{L}{N} \|\mathbf{v}^*(0)\|_2^2, \quad \mathbf{I}(0) = \mathbf{0}_{1 \times (NL)^2}. \tag{65}
$$

**Proof:** Comparing (61) at instants $n + 1$ and $n$, we can relate $E\{\|\mathbf{v}(n+1)\|_2^2\}$ to $E\{\|\mathbf{v}(n)\|_2^2\}$:

$$
E\{\|\mathbf{v}(n+1)\|_2^2\} = E\{\|\mathbf{v}(n)\|_2^2\} + \mu^2 \text{vec}(\mathbf{G}^\top)\mathbf{T} \sigma + \mu^2 \|\mathbf{v}(n)\|_K^2\sigma_i - 2 \mu \|\mathbf{v}(n)\|_K^2\sigma_i r^\top + \mathbf{I}(n)^\top \mathbf{I}(n) \sigma_i \tag{65}
$$

We can then rewrite (65)–(66) as (63)–(64).

**Corollary 2 (Steady-state MSD):** If the step-sizes are sufficiently small to ensure mean and mean-square-error negligences, then the steady-state MSD for diffusion LMS in a multitask environment is given by

$$
\text{MSD}^\text{Network} = \lim_{n \to \infty} \frac{1}{N} E\{\|\mathbf{v}(n)\|_2^2\} \tag{66}
$$

$$
= \lim_{n \to \infty} \frac{1}{N} E\{\|\mathbf{v}(n)\|_2^2\} + \frac{L}{N} \sum_{k=1}^{N} \sigma_{e,k}^2. \tag{68}
$$

Recursion (60) with $n \to \infty$ yields

$$
\lim_{n \to \infty} \mathbb{E}\{\|\mathbf{v}(n)\|_2^2\} \leq \left(\text{vec}(\mathbf{G}^\top)\mathbf{T} \sigma + f(r, \mathbf{K}, E\{\mathbf{v}^*(\infty)\})\right) = \left(\mathbf{I}_{NL}^2 - \mathbf{K}\right) \sigma + \mathbf{I}_{NL} \text{vec}(\mathbf{I}_{NL}). \tag{69}
$$

In order to use (69) in (68), we select $\sigma$ to satisfy:

$$
(I_{NL}^2 - K)^{-1} = \sum_{i=0}^{\infty} \mathbf{K}^i = \sum_{i=0}^{\infty} (B^\top \otimes B^\top)^i. \tag{70}
$$

This leads to expression (67).

The transient and steady-state MSD for any single node $k$ can be obtained by setting $\Sigma = \text{diag}\{\mathbf{O}_N, \ldots, \mathbf{I}_L, \ldots, \mathbf{O}_N\}$ in Corollaries 1 and 2, with the identity matrix $\mathbf{I}_L$ at the $k$-th diagonal block and the all-zero matrix $\mathbf{O}_N$ at the others.

The steady-state MSD can be expressed in an alternative form, which will facilitate the performance analysis. Since $\mathbf{K}$ is stable when the network is mean-square stable, we can write

$$
\text{trace}\{\mathbf{X}_1^\top \mathbf{X}_2 \mathbf{X}_3 \mathbf{X}_4^\top\} = \text{vec}(\mathbf{X}_1)^\top (\mathbf{X}_4 \otimes \mathbf{X}_2) \text{vec}(\mathbf{X}_3). \tag{71}
$$

Consider now the following formula involving the trace of a product of matrices and the Kronecker product [48]
where $X_1$ to $X_4$ denote matrices with compatible sizes. Using expansion (71) with (72), the first term on the RHS of (67) can be expressed as follows

$$\frac{1}{N} (\text{vec}(G^\dagger))^\top (I_{(NL)^2} - K)^{-1} \text{vec}(I_{NL}) - \frac{1}{N} \sum_{j=0}^\infty \text{tr} \{ B^j G B^{j\top} \}. \quad (73)$$

Similarly, the second term on the RHS of (67) can be written as

$$f \left( \mathbf{r}, \frac{1}{N} (I_{(NL)^2} - K)^{-1} \text{vec}(I_{NL}), E \{ \mathbf{v}^\ast(*) \} \right) = \text{vec}(\mathbf{r} \mathbf{r}^\top) \frac{1}{N} (I_{(NL)^2} - K)^{-1} \text{vec}(I_{NL}) - 2 \text{vec} \{ (E \{ \mathbf{v}^\ast(*) \} \mathbf{r})^\top \} \frac{1}{N} (I_{(NL)^2} - K)^{-1} \text{vec}(I_{NL})$$

$$= \frac{1}{N} \sum_{j=0}^\infty \text{tr} \{ B^j \mathbf{r} \mathbf{r}^\top - 2 B E \{ \mathbf{v}^\ast(*) \} \mathbf{r} \mathbf{r}^\top B^{j\top} \}. \quad (48)$$

Finally, we can express the steady-state MSD (67) as

$$\text{MSD}_{\text{network}} = \frac{1}{N} \sum_{r_k=1}^N \sigma^2_{r,k} + \frac{1}{N} \sum_{j=0}^\infty \text{tr} \{ B^j (G + (I_{NL} + 2B(I - B)^{-1}) \mathbf{r} \mathbf{r}^\top) B^{j\top} \}. \quad (74)$$

In the sequel, this formulation will allow us to compare the performance of different algorithms.

**C. Performance Comparison With Non-Cooperative LMS**

We shall now compare the performance of the ATC and CTA diffusion LMS algorithms with the non-cooperative LMS strategy when applied to a multitask network. We consider the case of uniform step-sizes, $\mu_k = \mu$, for a meaningful comparison. Diffusion LMS degenerates to non-cooperative LMS by setting

$$C = I_N, \quad A_1 = I_N, \quad A_2 = I_N \quad (76)$$

from which the performance of the latter can be easily derived. In this case, matrices $B$ and $G$ reduce to

$$B_{\text{lims}} = I_{NL} - \mu \mathbf{H}, \quad G_{\text{lims}} = \mu^2 \text{diag} \{ \sigma^2_{z,1} R_{x,1}, \ldots, \sigma^2_{z,N} R_{x,N} \} \quad (77)$$

where we use the subscript LMS for clarity. Note that in this case we have $\mathbf{r}_w(n) = 0$. In addition, since $\mathcal{N}_k = \{k\}$ and $\mathbf{u}^k_{\text{tx}} = 0$, we have $\mathbf{r}_w(n) = 0$. This implies that $\mathbf{r} = 0$. The steady-state MSD for non-cooperative LMS is then given by:

$$\text{MSD}_{\text{lims}} = \frac{1}{N} \sum_{j=0}^\infty \text{tr} \{ B_{\text{lims}}^j G_{\text{lims}} B_{\text{lims}}^{j\top} \} + \frac{1}{N} \sum_{k=1}^N \sigma^2_{z,k}. \quad (79)$$

It is useful to note that the matrices $B$ and $G$ for diffusion LMS can be expressed in terms of $B_{\text{lims}}$ and $G_{\text{lims}}$:

$$B = A_1 \left( I_{NL} - \mu \mathbf{H} \right) A_1 - A_1^\dagger B_{\text{lims}} A_1^\dagger, \quad G = \mu^2 A_2^\dagger \text{diag} \{ \sigma^2_{z,1} R_{x,1}, \ldots, \sigma^2_{z,N} R_{x,N} \} C A_2$$

$$- A_2 C^\top G_{\text{lims}} C A_2 \quad (80)$$

with $A_1 = I_N$ for the ATC diffusion strategy, and $A_2 = I_N$ for the CTA diffusion strategy. Using the series expansions for $\text{MSD}_{\text{network}}$ and $\text{MSD}_{\text{lims}}$, the difference between the MSDs for non-cooperative LMS and diffusion LMS is given by

$$\text{MSD}_{\text{network}} - \text{MSD}_{\text{lims}} = \frac{1}{N} \sum_{j=0}^\infty \text{tr} \{ B_{\text{lims}}^j G_{\text{lims}} B_{\text{lims}}^{j\top} - B^j G B^{j\top} \} - \frac{1}{N} \sum_{j=0}^\infty \text{tr} \{ B^j (I_{NL} + 2B(I - B)^{-1}) \mathbf{r} \mathbf{r}^\top B^{j\top} \}. \quad (81)$$

Note that the first term is the difference in performance between the non-cooperative LMS strategy and the cooperative diffusion strategy. It was first analyzed in [43] and, because it is not specific to the multitask context, it is denoted by $\Delta \text{MSD}_{\text{network}}$. Only the second term, which depends on $\mathbf{r}$, is specific to the multitask scenario. Thus, it is denoted by $\Delta \text{MSD}_{\text{network}}(\mathbf{r})$. Therefore,

$$\text{MSD}_{\text{lims}} - \text{MSD}_{\text{network}} = \Delta \text{MSD}_{\text{network}} - \Delta \text{MSD}_{\text{network}}(\mathbf{r}). \quad (82)$$

In order to obtain analytical results that allow some understanding of the algorithm behavior, we further assume that the matrices $C$, $A_1$, and $A_2$ in the diffusion implementation are doubly stochastic, and the regression covariance matrices are uniform across the agents, that is, $R_{z,k} = R_z$. With these assumptions, it was shown in [43, Sec. 7] that the first term $\Delta \text{MSD}_{\text{network}}$ on the RHS of (81) is always nonnegative, namely,

$$\text{tr} \{ B_{\text{lims}}^j G_{\text{lims}} B_{\text{lims}}^{j\top} - B^j G B^{j\top} \} \geq 0. \quad (83)$$

We need to check under which conditions the second term $\Delta \text{MSD}_{\text{network}}(\mathbf{r})$ on the RHS of equation (81) is nonnegative so that it can be viewed as a degradation factor caused by the multitask scenario. Introduce the symmetric matrix $Z = I_{NL} + 2B(I_{NL} - B)^{-1} = 2(I_{NL} - B)^{-1} - I_{NL}$. We find that

$$\Delta \text{MSD}_{\text{network}}(\mathbf{r}) = \frac{1}{N} \mathbf{r}^\top \left( I_{NL} - B^\top B \right)^{-1} Z \mathbf{r}. \quad (84)$$

We conclude that expression (84) is non-negative for all $\mathbf{r}$ if, and only if, $(I_{NL} - B^\top B)^{-1} Z$ is a symmetric positive semidefinite matrix. Now, we show that this condition is met for a large class of information exchange protocols. Assume, for instance, that either $A_1$ or $A_2$ is symmetric, depending on whether the focus is on the CTA or ATC strategy. Recalling conditions $R_{z,k} = R_z$ and $\mu_k = \mu$ for uniform data profile, it then holds that $B$ is a symmetric matrix. It can be further verified that $(I_{NL} - B^2)^{-1}$ and $Z$ are positive definite when $B$ is stable. Now, we
verify that the product $(I_{NL} - B^2)^{-1} Z$ is a symmetric positive semidefinite matrix.

**Lemma 1 (Positivity of a Matrix Product):** \[49, \text{Fact 8.10.11}\]

Given two symmetric positive semidefinite matrices $X_1$ and $X_2$ with compatible sizes. Then, $X_1 X_2$ is symmetric positive semidefinite if, and only if, $X_1 X_2$ is normal, that is, if it satisfies: $(X_1 X_2)(X_1 X_2)^\top = (X_1 X_2)^\top (X_1 X_2)$. 

By setting $X_1 = (I_{NL} - B^2)^{-1}$ and $X_2 = Z$, observe that $X_1 X_2$ is symmetric. It then holds that $(I_{NL} - B^2)^{-1} Z$ is normal. By Lemma 1, $(I_{NL} - B^2)^{-1} Z$ is a symmetric positive semidefinite matrix, which means that $\Delta MSD_{\text{network}}^\text{multi}(r)$ is nonnegative under the conditions specified above. It follows that this term can be viewed as a degradation factor caused by the cooperation of nodes performing different estimation tasks, which can be expressed as $\frac{1}{N} \| r \|_F^2 (I_{NL} - B^2)^{-1} Z$. We summarize the results in the following statement.

**Theorem 3 (Non-Cooperative vs. Cooperative Strategies):** Consider the same setting of Theorems 1 and 2, with the additional requirement that the conditions for a uniform data profile hold. The adaptive ATC or CTA diffusion strategies outperform the non-cooperative strategy if, and only if,

$$\Delta MSD_{\text{network}} - \Delta MSD_{\text{multi}}^\text{network}(r) \geq 0.\quad (85)$$

Given doubly stochastic $A$ and $C$, the gain $\Delta MSD_{\text{network}}$ in performance between the cooperative diffusion strategy and the non-cooperative LMS strategy, which is independent of $r$, is nonnegative. Furthermore, by assuming that $A$ is symmetric, then the degradation in performance $\Delta MSD_{\text{multi}}^\text{network}(r)$ caused by the multitask environment is positive. It is given by

$$\Delta MSD_{\text{multi}}^\text{network}(r) = \frac{1}{N} \| r \|_F^2 (I_{NL} - B^2)^{-1} Z \quad (86)$$

where $Z = 2(I_{NL} - B)^{-1} I_{NL}$.

Although condition (85) allows to determine whether using the diffusion LMS is beneficial for multitask learning compared to the non-cooperative LMS strategy, it cannot be easily exploited to estimate appropriate combination coefficients because of its complexity and the need to handle dynamic problems. The aim of the next section is to derive an efficient strategy to estimate these coefficients.

### IV. Node Clustering via Combination Matrix Selection

We now derive a clustering strategy where each node $k$ can adjust the combination weights $a_{tk}$ in an online manner, for $\ell \in N_k$, in order to adapt to multitask environments. It is sufficient to focus on the adapt-then-combine diffusion LMS defined by steps (6) and (7). For ease of presentation, the corresponding algorithm is summarized below:

$$\begin{align*}
\{ \psi_k(n+1) &= \mu_k \sum_{\ell \in N_k} a_{tk} \psi_k(n) | d(n) - \mu_k \psi_k(n) | \\
\phi_k(n+1) &= \sum_{\ell \in N_k} a_{tk} \psi_k(n+1) \}
\end{align*}$$

where $a_{tk}$ is used instead of $a_{2tk}$. As shown in the previous section, running (87) in a multitask environment leads to biased results. We now discuss how to cluster nodes in order to reduce this effect.

#### A. Clustering via Matrix $A$ Adjustments

Following [42], we suggest to adjust matrix $A$ in an online manner via MSD optimization. At each instant $n$, the instantaneous MSD at node $k$ is given by

$$E\{\| w_k^*(n+1) \|^2 \} = E\left\{ \| w_k^* - \sum_{\ell \in N_k} a_{tk} \psi_k(n+1) \|^2 \right\}. \quad (88)$$

Computation of this quantity requires the knowledge of $w_k^*$. Because the matrix $A$ is assumed left-stochastic, this expression can be rewritten as

$$E\{\| w_k^*(n+1) \|^2 \} =\sum_{\ell \in N_k} a_{tk} a_{lk} E\left\{ [w_{k}^* - \psi_k(n+1)] [w_{k}^* - \psi_k(n+1)]^\top \right\}. \quad (89)$$

Let $\Psi_k = \{ w_{k}^* - \psi_k(n+1) \}_\ell$, $\ell, p \in N_k$, be the matrix at each node $k$ with $(\ell, p)$-th entry defined as

$$[\Psi_k]_{\ell p} = \left\{ \begin{array}{ll}
E\{ [w_{k}^* - \psi_k(n+1)] [w_{k}^* - \psi_k(n+1)]^\top \}, & \ell, p \in N_k \\
0, & \text{otherwise}
\end{array} \right. \quad (90)$$

Let $a_k = [a_{1k}, \ldots, a_{N_k}]^\top$. Minimizing (89) for node $k$ at time $n$, subject to left-stochasticity of $A$ and $a_{tk} = 0$ for $\ell \notin N_k$, can be formulated as follows:

$$\min_a a_k \Psi_k a_k$$

subject to $1_N a_k = 1$, $a_{tk} \geq 0$, $a_{tk} = 0$ if $\ell \notin N_k$. \quad (91)

Generally, it is not possible to solve this problem at each node $k$ since $w_k^*$ and $\Psi_k$ are unknown. We suggest to use an approximation for $w_k^*$, to approximate matrix $\Psi_k$ by an instantaneous value, and to drop its off-diagonal entries in order to make the problem tractable and have a closed-form solution (see (93)).

The resulting problem is as follows:

$$\min_{a_k} \sum_{\ell = 1}^N a_{\ell k}^2 \| w_k^* - \psi_k(n+1) \|^2$$

subject to $1_N a_k = 1$, $a_{tk} \geq 0$, $a_{tk} = 0$ if $\ell \notin N_k$. \quad (92)

with $w_k^*$ some approximation for $w_k^*$. The objective function shown above has the natural interpretation of penalizing the combination weight $a_{tk}$ assigned by node $k$ to node $\ell$ if the local estimate at node $\ell$ is far from the objective at node $k$. The solution to this problem is given by

$$a_{tk}(n+1) = \frac{1}{N} \| w_k^* - \psi_k(n+1) \|^2 \sum_{\ell \in N_k} | w_k^* - \psi_k(n+1) |^{-2}, \text{for } \ell \in N_k. \quad (93)$$

To achieve this result, discard the non-negativity constraint first, and write the Lagrangian function with respect to the equality constraint only. The solution to this simplified problem is given by (93). Observe that it satisfies the non-negativity constraint $a_{tk} > 0$. Consequently, (93) is also the solution to problem (92).
Let us now construct an approximation for $\mathbf{w}_k^{*}$ to be used in (93). In order to reduce the MSD bias that results from the cooperation of nodes performing distinct estimation tasks, one strategy is to use the local one-step approximation:

$$\tilde{\mathbf{w}}_k^{*}(n + 1) = \mathbf{w}_k(n + 1) - \mu_k \nabla J_k(\mathbf{w}) \big|_{\mathbf{w} = \mathbf{w}_k(n)}, \quad k = 1, \ldots, N.$$  \hfill (94)

Since the true gradient of $J_k(\mathbf{w})$ at $\mathbf{w}_k(n + 1)$ is not available in an adaptive implementation, we can approximate it by using the instantaneous value $\mathbf{q}_k(n) = \mathbf{c}_k(n) \mathbf{x}_n(n)$ with $\mathbf{c}_k(n) = [d_k(n) - \mathbf{x}_k^{\top}(n) \mathbf{w}_k(n)]$. This yields the following approximation:

$$\tilde{\mathbf{w}}_k^{*}(n + 1) = \mathbf{w}_k(n + 1) - \mu_k \mathbf{q}_k(n). \quad k = 1, \ldots, N. \quad \hfill (95)$$

Substituting this expression into (93), we get the combination rule

$$a_{\ell k}(n + 1) = \frac{\| \mathbf{w}_k(n) + \mu_k \mathbf{q}_k(n) - \mathbf{w}_\ell(n + 1) \|^2}{\sum_{j \in N_\ell} \| \mathbf{w}_k(n) + \mu_k \mathbf{q}_k(n) - \mathbf{w}_j(n + 1) \|^2}, \quad \ell \in N_k. \quad \hfill (96)$$

This rule admits a useful interpretation. On the one hand, as mentioned above, it relies on the local estimate (94) in order to reduce the MSD bias effect caused by the cooperation of neighboring nodes estimating distinct parameter vectors. On the other hand, consider the inverse of the numerator of rule (96):

$$\| \mathbf{w}_k(n) + \mu_k \mathbf{q}_k(n) - \mathbf{w}_\ell(n + 1) \|^2 = \| \mathbf{w}_\ell(n + 1) - \mathbf{w}_k(n) \|^2 + 2 \mathbf{w}_\ell(n + 1) \mathbf{w}_k(n) + \mu_k \mathbf{q}_k(n) \|^2. \quad \hfill (97)$$

The first term $\| \mathbf{w}_\ell(n + 1) - \mathbf{w}_k(n) \|^2$ on the RHS accounts for the distance of the current estimates between nodes $k$ and $\ell$; this term tends to decrease the combination weight $a_{\ell k}(n + 1)$ if this distance is large, and to limit information exchange. Now, consider the first-order Taylor series expansion of $J_k(\mathbf{w})$ at $\mathbf{w}_k(n + 1)$:

$$J_k(\mathbf{w}) \approx J_k(\mathbf{w}_k(n + 1)) - [\mathbf{w} - \mathbf{w}_k(n + 1)]^\top \mathbf{q}_k(n). \quad \hfill (98)$$

The second term $[\mathbf{w} - \mathbf{w}_k(n + 1)]^\top \mathbf{q}_k(n)$ on the RHS of (97) is proportional to $J_k(\mathbf{w}_k(n + 1)) - J_k(\mathbf{w}_k(n + 1))$. This term also tends to decrease the combination weight $a_{\ell k}(n + 1)$ if $J_k(\mathbf{w}_k(n + 1)) > J_k(\mathbf{w}_k(n + 1))$. Indeed, in this case, it is not recommended to promote the combination of models $\mathbf{w}_k(n + 1)$ and $\mathbf{w}_\ell(n + 1)$ because the latter induces an increase of the cost function. Finally, $\mu_k \| \mathbf{q}_k(n) \|^2$ is the same for all $\ell \in N_k$. To summarize this discussion, the combination rule (96) considers the closeness of the local estimate to the neighboring estimates, and the local slope of the cost function, to adjust the combination weights. This tends to promote information exchange between nodes that estimate the same optimum parameter vector, and thus to reduce the MSD bias and improve the estimation accuracy.

**Algorithm 1: ATC Diffusion LMS With Adaptive Clustering for Multitask Problems**

**Initialization:** Set $\mathbf{C}(0) = I_\mathbf{N}$ and $\mathbf{A}(0) = I_\mathbf{N}$.

Set $\mathbf{w}(0) = \mathbf{0}$ for all $k = 1, \ldots, N$.

**Algorithm:** At each time instant $n \geq 1$, and for each node $k$, update $\psi_k(n + 1)$:

$$\psi_k(n + 1) = \mathbf{w}_k(n) + \mu_k \sum_{\ell \in N_k} c_{\ell k}(n) [d_\ell(n) - \mathbf{x}_\ell(n)] \mathbf{w}_\ell(n) \mathbf{x}_\ell(n). \quad \hfill (100)$$

Update the combination coefficients:

$$a_{\ell k}(n + 1) = \frac{\| \mathbf{w}_k(n + 1) - \mathbf{x}_k^{\top}(n) \mathbf{w}_k(n + 1) \|^2}{\sum_{j \in N_\ell} \| \mathbf{w}_k(n + 1) - \mathbf{w}_j(n + 1) \|^2}, \quad \ell \in N_k. \quad \hfill (101)$$

Optional: normalize $a_{\ell k}(n + 1)$, i.e., use $a_{\ell k}(n + 1)/(\| \mathbf{w}_k(n + 1) \| + \zeta)$

Combine weights:

$$\mathbf{w}(n + 1) = \sum_{\ell \in N_k} a_{\ell k}(n + 1) \mathbf{w}_k(n + 1). \quad \hfill (102)$$

**Algorithm**

The flexibility of multitask networks may be exploited by considering distinct cost functions for each node. This raises the issue of sharing information via the exchange matrix $\mathbf{C}$, which can be simply set to the identity. However, the time-variant combination matrix $\mathbf{A}(n)$ determined by (96) describes how each agent combines the parameter vectors transmitted by its neighbors as a function of the estimated contrast between tasks. An additional way to exploit this information is that each agent uses the reciprocity principle defined by

$$\mathbf{C}(n + 1) = \mathbf{A}^\top(n + 1). \quad \hfill (99)$$
The rationale underlying this principle is that the magnitude of $a_{tk}$ reflects the similarity of the estimation tasks performed by nodes $k$ and $t$, as it is perceived by node $k$. It is reasonable that node $t$ should use this information, and scale the local cost function accordingly. The smaller $a_{tk}$ is, the smaller $c_{tk}$ should be because nodes $k$ and $t$ do not address the same estimation problem. Other strategies, in the spirit of (96), may be considered to estimate the coefficients $c_{tk}$. Moreover, we found that using the normalized gradient $\mathbf{q}(n)/(||\mathbf{q}(n)|| + \xi)$, with $\xi$ a small positive number to avoid division by zero, prevents premature convergence due to over-corrections. The ATC diffusion algorithm with adaptive clustering defined by time-variant combination matrices $\mathbf{A}(n)$ and $\mathbf{C}(n)$ is summarized in Algorithm 1. Considering that no prior information on clusters is available, we suggest to initialize the combination matrices $\mathbf{A}(0)$ and $\mathbf{C}(0)$ with $\mathbf{I}_N$. During simulations, we did not experience convergence issues with other initial settings, provided that $\mathbf{A}(0)$ and $\mathbf{C}(0)$ are left-stochastic and right-stochastic, respectively. Further analysis can help guide more informed choices for the combination policies.

V. SIMULATIONS

In this section, we report simulation results that validate the algorithm and the theoretical results. The ATC diffusion LMS algorithm is considered. All nodes were initialized with zero parameter vectors $\mathbf{w}_k(0)$. All simulated curves were obtained by averaging over 100 runs, since this gave sufficiently smooth curves to check consistency with theoretical results$^3$.

A. Model Validation

For the validation, we consider a network consisting of 8 nodes with interconnections shown in Fig. 1(a). The parameter vectors to be estimated are of length $L = 2$. The optimum mean vectors are uniformly distributed on a circle of radius $r$ centered at $\mathbf{w}_c$, that is,

$$
\mathbf{w}_r^* = \mathbf{w}_c + r \left( \frac{\cos \theta_k}{\sin \theta_k} \right)
$$

$$
\theta_k = 2\pi (k - 1)/N + \pi/8.
$$

(103)

The regression inputs $\mathbf{z}_k(n)$ were zero-mean $2 \times 1$ random vectors governed by a Gaussian distribution with covariance matrices $\mathbf{R}_{r,k} = \sigma^2_{x,k} \mathbf{I}_L$. The background noises $z_k(n)$ were i.i.d. zero-mean Gaussian random variables, and independent of any other signal. The variances $\sigma^2_{x,k}$ and $\sigma^2_{z,k}$ are depicted in Fig. 1(b). We considered the ATC diffusion LMS with measurement diffusion governed by a uniform matrix $\mathbf{C}$ such that $c_{tk} = |\mathcal{N}_k|^{-1}$ for all $k \in \mathcal{N}_k$. The combination matrix $\mathbf{C}$ simply averaged the estimates from the neighbors, namely, $a_{tk} = \mathcal{N}_k^{-1}$ for $\ell \in \mathcal{N}_k$. For all nodes, the step-sizes were set to $\mu_k = 0.01$.

1) Stationary Optimums: We first check the convergence analysis with stationary parameter vectors, that is, $\sigma^2_{x,k} = 0$ for all nodes. Four groups of coefficient vectors, centered at $\mathbf{w}_c = [1, -0.5]^{T}$ with $r = 0$, $r = 0.3$, $r = 0.05$ and $r = 0.1$ were considered, as illustrated in Fig. 2. Note that the case $r = 0$ corresponds to the single-task network where $\mathbf{w}_r^* = \mathbf{w}_c$ for each node. Running ATC diffusion LMS with these four settings, we obtained the MSD curves shown in Fig. 3. Observe that the theoretical and simulated transient MSD curves are accurately superimposed. The non-cooperative LMS algorithm was also considered. Since the average steady-state MSD of the non-cooperative LMS algorithm over all nodes is approximately given by [45], [46]:

$$
\text{MSD}_{\text{network LMS}} = \frac{1}{N} \sum_{k=1}^{N} \mu_k \sigma^2_{x,k} L, \quad (104)
$$

then the MSD behavior with the different settings is almost the same, provided the other parameters remain unchanged. Consequently, the theoretical MSD curve for the non-cooperative LMS algorithm is only provided for $r = 0.05$. It can be observed that diffusion LMS can still be advantageous over non-cooperative LMS if the differences between local optimum weight

vectors are sufficiently small, \( r = 0 \) and \( r = 0.03 \) in this simulation. However, when the contrast between the tasks increases, diffusion LMS provides lower performance than non-cooperative LMS due to the bias introduced by the algorithm, \( r = 0.05 \) and \( r = 0.1 \) in this simulation.

2) Randomly Perturbed Optimums: We now consider the network described previously with \( r = 0 \) so that the differences between the optimum weight vectors \( \mathbf{w}_k(n) \) arise from the random perturbations \( \mathbf{e}_k(n) \). Keeping all the other parameters unchanged, the variance of these perturbations was successively set to \( \sigma^2 = 0, 0.01, 0.05 \) and 0.1 for all the agents. MSD curves for diffusion LMS and non-cooperative LMS are provided in Fig. 4. It can be observed that diffusion LMS always outperformed its non-cooperative counterpart. This experiment shows the advantage provided by cooperation. The relative performance gain becomes smaller as \( \sigma^2 \) increases because weight lags caused by random perturbations dominate the estimation error.

3) Correlated in Time Inputs: This simulation example illustrates the accuracy of models (62)-(67) for inputs correlated in time. We considered regression vectors

\[
x_k(n) = [x_k(n) \ x_k(n-1)]^T
\]

with a first-order AR model given by

\[
x_k(n) = 0.5x_k(n-1) + \sqrt{(1 - 0.5^2)} \sigma_k^2 w_k(n).
\]
The parameters $\sigma_{z,k}^2$ were set as in Fig. 1(b). The noise $w_k \{n\}$ was i.i.d. and drawn from a zero-mean Gaussian distribution with variance $\sigma_w^2 = 1$, so that

$$
R_{x,k} = \sigma_{z,k}^2 \begin{pmatrix} 1 & 0.5 \\ 0.5 & 1 \end{pmatrix}.
$$

The diffusion LMS algorithm was tested in the following experimental settings:

$$
S_1 : \{r = 0.01, \sigma_c = 0.010\}
$$

$$
S_2 : \{r = 0.05, \sigma_c = 0.015\}
$$

$$
S_3 : \{r = 0.10, \sigma_c = 0.015\}.
$$

(107)

Although Assumption 1 is not valid, observe in Fig. 5 that the theoretical and simulated transient MSD curves are superimposed. This illustrates the accuracy of the analysis when the step-sizes are sufficiently small.

**B. Adaptive Clustering in Multitask Networks**

We shall now illustrate the performance of diffusion LMS with adaptive clustering in a multitask environment. Our approach is compared with the strategy introduced in [42]. For the latter, as suggested in [42], the so-called smoothing factor $\gamma$ was set to 0.1. A stationary problem is first considered. Next, a dynamic problem with time-varying clusters is introduced in order to confirm the reliability of our approach.

1) *Stationary Environment:* Consider the network of 16 agents depicted in Fig. 6(a). The regression inputs $x_k(n)$ were zero-mean $2 \times 1$ random vectors governed by a Gaussian distribution with covariance matrices $R_{x,k} = \sigma_{z,k}^2I_L$. The background noises $z_k(n)$ were i.i.d. zero-mean Gaussian random variables, independent of any other signals. The variances $\sigma_{z,k}^2$ and $\sigma_{z,k}^2$ are depicted in Fig. 6(b). The scenario under study is a multitask problem with a cluster structure. Nodes 1 to 4 belong to the first cluster. Nodes 5 to 9 are in the second cluster. Nodes 10 to 14 compose the third cluster, and nodes 15 and 16 are in the fourth cluster. The parameter vectors to be estimated are as follows:

$$
\mathbf{w}_k^* = \begin{cases} 
\begin{bmatrix} 0.5 & 0.4 \\ 0.6 & 0.2 \end{bmatrix} & \text{Cluster 1} \\
\begin{bmatrix} 0.3 & 0.5 \\ 0.1 & 0.0 \end{bmatrix} & \text{Cluster 2} \\
\begin{bmatrix} -0.2 & 0.5 \\ 1.0 & 0.5 \end{bmatrix} & \text{Cluster 3} \\
\begin{bmatrix} -0.8 & 0.5 \\ 1.5 & 0.6 \end{bmatrix} & \text{Cluster 4} 
\end{cases}
$$

(108)

Note that the distances between the optimum parameter vectors for clusters 1, 2 and 3 are much smaller than those with respect to cluster 4, which acts as an outlier. The following algorithms were considered for estimating the four optimum parameter vectors: 1) diffusion LMS with a uniform combination matrix $A$,

2) non-cooperative LMS, 3) diffusion LMS with the clustering strategy introduced in [42], 4) diffusion LMS with our clustering strategy, with $C = I$ and $C(n) = A^T \{n\}$. The step-size was set to $\mu = 0.61$ for all nodes.

Fig. 7(a) illustrates the MSD convergence behavior for these algorithms. Due to large bias of the estimated weights, diffusion LMS with a uniform combination matrix had large MSD. Non-cooperative LMS performed much better as it provides unbiased estimates. The proposed algorithm with $C = I$ achieved better performance, and $C(n) = A^T \{n\}$ led to additional performance gain due to information exchange. Finally, in order to provide a straightforward but visually-meaningful clustering result, we averaged the combination matrix $A$ over the last 100 iterations of a single realization, and we considered that $a_{zk} > 0.05$ represents a one-way connection from $k$ to $k$. The estimated relationships between nodes provided in Fig. 7(b) perfectly match the ground truth configuration.

2) *Non-Stationary Environment:* Consider now a more complex environment where clusters vary over time. Four stationary stages and three transient episodes were modeled in this experiment. Properties of input signals and noise were the same as those in the stationary case considered above. From instant $n = 1$ to 1000, the network consisted of one cluster with a unique optimum parameter vector to estimate. From $n = 1500$ to 2500, nodes were split into two clusters with different optima. From $n = 3001$ to 4000, nodes were split again to give...
four clusters. Finally, from instant \( n = 4501 \), nodes were aggregated into one cluster with another unique parameter vector to estimate. Transient episodes were designed with linear interpolation between each steady-state stage over a period of 500 time samples. Taking, for example, the first component of the weight vector of node 1 over the time interval 1 to 2500, the time-variant optimum \( w_{1,1}^*(n) \) is expressed by

\[
  w_{1,1}^*(n) = \begin{cases} 
  0.3, & n = 1, \ldots, 1000 \\
  0.3 + \frac{0.5}{1000}(n - 1000), & n = 1001, \ldots, 1500 \\
  0.5, & n = 1501, \ldots, 2500.
\end{cases}
\]  

(109)

Cluster structures and optimum parameter vectors are illustrated in Figs. 8 and 9, respectively.

The same four algorithms as before were considered for comparison. Fig. 10 shows their mean weight behavior. Conventional diffusion LMS with a uniform combination matrix made all nodes converge to the same Pareto optimum during all phases. The non-cooperative LMS estimated the optimum weight vectors without bias. The algorithm presented in [42], which generally performs well for well-separated tasks and well-separated initial random weights, did not perform well with this setting. Our algorithm showed the same convergence behavior for \( C = I \) and \( C(n) = A^T(n) \). Only the case \( C(n) = A^T(n) \) is presented here due to space limitation. It can be observed that, for each node, the parameter vector converged properly in accordance to the original cluster structures represented in Fig. 8. MSD learning curves are shown in Fig. 11. Transient stages can be clearly observed on both weight behavior and MSD behavior curves. Diffusion LMS enforced the weight vectors estimated by each agent to converge to the same solution at each stage. As a consequence, the MSD learning curve shows poor performance due to large bias. Non-cooperative LMS converged without bias towards the optimum parameter vectors. The algorithm introduced by [42] showed some ability to conduct clustering but did not provide satisfactory results during transient episodes. During stages 1 and 4, it worked as well as diffusion LMS. However, during stages 2 and 3, it only performed slightly better than diffusion LMS. The proposed algorithm was able to track the system dynamic with correct clustering and appropriate convergence in the mean-square sense.

3) Large Network and High-dimensional Regressors: For the sake of simplicity, previous experiments were conducted with relatively small networks and low-dimensional optimum parameter vectors. A network consisting of two clusters with 50 nodes in each cluster was randomly deployed in a given area, with physical connections defined by the connectivity matrix in Fig. 12(b). The optimum parameter vectors were set as follows: \( w_i^* = 1_{50} \) for \( k = 1, \ldots, 50 \), and \( w_i^* = -1_{50} \) for \( k = 51, \ldots, 100 \). The regression inputs \( z_k(n) \) were zero-mean \( 50 \times 1 \) random vectors governed by a Gaussian distribution with covariance matrices \( R_{z, k} = \sigma_{z,k}^2 I_L \). The background noises \( z_k(n) \) were i.i.d. zero-mean Gaussian random variables, and independent of any other signal. The variances \( \sigma_{z,k}^2 \) were uniformly sampled in \([0.8, 1.2]\) and \([0.018, 0.022]\), respectively. For all nodes, the step-sizes were set to \( \mu_k = 0.01 \). The same four algorithms as before were considered. Our algorithm was used with the normalized gradient \( \hat{g}_k(n)/\|g_k(n)\| + \xi \) and \( \xi = 0.01 \). MSD learning curves are shown in Fig. 12(a), and the connectivity matrix determined by our algorithm is represented in Fig. 12(c). It can be observed that the performance of our algorithm is better than that of other methods.

C. Collaborative Target Tracking Over Sensor Networks

Consider now a target tracking problem to illustrate our adaptive clustering strategy with diffusion LMS. We focused on a scenario involving four targets, numbered from \( i = 1 \) to 4, moving according to the state-transition equation

\[
  x_i(n + 1) = T'_i x_i(n) + z_i(n)
\]

for \( i = 1, \ldots, 4 \), \( n = 0, \ldots, 100 \)  

(110)
where $\mathbf{x}_i(n)$ is the 2-dimensional coordinates for target $i$ at instant $n$. Matrices $\mathbf{T}_i$ are $2 \times 2$ state-transition matrices that were set to

$$
\mathbf{T}_1 = \begin{pmatrix} 1.0019 & -0.6129 \\ 0.0187 & 1.0034 \end{pmatrix}, \quad \mathbf{T}_2 = \begin{pmatrix} 1.0149 & -0.0014 \\ 0.0033 & 1.0034 \end{pmatrix}, \\
\mathbf{T}_3 = \begin{pmatrix} 1.0128 & -0.6041 \\ 0.0156 & 1.0086 \end{pmatrix}, \quad \mathbf{T}_4 = \mathbf{T}_1^*,
$$

and $\mathbf{z}_i(n)$ is the modeling error with i.i.d. zero-mean Gaussian distribution with covariance matrix $\sigma_i^2 \mathbf{I}$. The standard deviation was set to $\sigma_i = 0.01$. The initial coordinates for the four targets were

$$
\mathbf{x}_1(0) = \mathbf{x}_2(0) = \mathbf{x}_3(0) = [1, 1]^T, \quad \mathbf{x}_4(0) = [1.2, 1.2]^T.
$$

Fig. 13(a) shows the trajectories of the four targets from instant $n = 0$ to 100. A network with $N = 100$ nodes was randomly deployed in a given area, with physical connections defined by the connectivity matrix in Fig. 14(a).

We supposed that each node was able to track only one target during the experiment, with noisy observations $\tilde{\mathbf{x}}_k(n)$:

$$
\tilde{\mathbf{x}}_k(n) = \mathbf{x}_k(n) + \mathbf{u}_k(n) \quad \text{for } k = 1, \ldots, N
$$

with $\mathbf{u}_k(n)$ an i.i.d. zero-mean Gaussian observation noise with covariance matrix $\sigma_u^2 \mathbf{I}$ and standard deviation $\sigma_u = 0.01$. For ease of presentation, we assumed that nodes 1–25 tracked target 1, nodes 26–50 tracked target 2, nodes 51–75 tracked target 3, and nodes 76–100 tracked target 4.

Considering $\tilde{\mathbf{x}}(n)$ as input data and $\tilde{\mathbf{x}}(n + 1)$ as the desired output data for the learning algorithm, each node was aimed to track a target, or, equivalently, to estimate its transition matrix given input-output noisy data. Without cooperation, this task can be performed by each node $k$ by minimizing the following cost function with respect to matrix $\mathbf{T}_k$:

$$
J_k(\mathbf{T}_k) = \mathbb{E}[\tilde{\mathbf{x}}_k(n + 1) - \mathbf{T}_k \tilde{\mathbf{x}}_k(n)]^2 \quad \text{for } k = 1, \ldots, N.
$$

Collaboration among nodes may be beneficial as several nodes are conducting the same task, including nodes that track the same target and nodes that track distinct targets with the same state-transition matrix. Clearly, diffusion LMS with a uniform combination matrix is not suitable within this context since neighboring nodes may not have the same task to conduct. This problem requires adaptive clustering to automatically aggregate nodes that perform a similar task.
Algorithm 1 was run with $C = I_N$ and was initialized with $T_k(0) = I_2$. The step-size $\mu$ was set equal to $\mu = 0.05$. Fig. 13(b) shows the MSD learning curves of transition matrices estimated by non-cooperative LMS, and diffusion LMS with adaptive clustering strategy. The performance gain can be clearly seen from these figures. Fig. 14(b) shows the connectivity matrix determined by the clustering strategy at iteration $n = 100$. Gray elements in this figure represent the combination weights $a_{rk}$ that are larger than 0.05. It can be seen that connections are distributed in 4 blocks on the diagonal, each one corresponding to a target, and 2 other blocks (upper-right and lower-left ones) where nodes track two distinct targets with the same state-transition matrix.

VI. CONCLUSION AND PERSPECTIVES

Many practical problems of interest happen to be multitask-oriented in the sense that there are multiple optimum parameter vectors to be inferred simultaneously. In this paper, we studied the performance of the single-task diffusion LMS algorithm when it is run in a multitask environment. Accurate mean weight behavior model and mean square deviation model were derived. Next, we proposed an unsupervised clustering strategy that allows each node to select the neighboring nodes with which it can collaborate to address a given task. Simulations were presented to demonstrate the efficiency of the proposed clustering strategy.
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